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MA101 Calculus - Outline Notes: Taylor's Theorem 

If we take a Taylor or Maclaurin series and stop after a finite number of terms we get a polynomial approximation. We need to try to estimate the error involved. In general we can't find the error exactly (if we could we would not need an approximation!). What Taylor's Theorem allows us to do is to give an upper bound for the error. A precise statement of Taylor's Theorem is given on page 578 of Adams. The theorem expresses a function in the form  
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 denotes the Taylor Polynomial of degree n and 
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 denotes an error term which we can use to provide an error estimate. The notes on pages 578-9 explain the structure of the error term, and you should study them. Examples 1 and 2 on pages 579-80 show how the error term can be used, and we shall do a further example here.

Example 1

As an example of a numerical approximation we shall calculate an approximate value for ln(1.05) and look for an accuracy of six decimal places. To do this we consider the Maclaurin expansion of ln(1+x). The terms of the expansion are given on p.569 of Adams, but to analyse the error term we do need the successive derivatives. These are as follows:
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Since 
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  we know that 
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 EMBED Equation.2  
 Therefore
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Working this out on a calculator for a few values of n gives

n
Error bound

1




2




3




4




So n = 3 will not give sufficient accuracy, but n = 4 should. This means that we should use the approximation




Working this out on a calculator gives a readout of 0.048790104 and the calculator manual would suggest that no more than the last figure would be suspect. 

Now with n = 4 the error term is positive, and so we can say that 




So we can be certain that 

 to an accuracy of six decimal places.
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