Question

(a) A six state Markov chain has the probability transition matrix P given
below. Classify the states as positive recurrent, null recurrent or tran-
sient. Obtain the mean recurrence times for all positive recurrent

states. L
t 30000
88%010
P =
Lrgoo
00%0%0
05035 35 3

(b) Balls are thrown independently into N boxes so that each ball has a
probability % of falling into each box. Let X, be the number of empty
boxes after n balls have been thrown. Does {X,} n=1,2,... form a
Markov chain? If p, (k) denotes the probability that X,, = k show that

k k+1
pn+1(k):(1—N)pn(k)+%pn(k+l) for k=0,1,...,N—1

Answer

(a) The transition matrix P is:

1 /3 20000
235 20000
31004010
413100 4 g
5100030 ;0

1 1 1 2
6\0 5035 5 3



{1,2} and {3,5} are closed sets and constitute subchains which are
ergodic.
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Mean recurrence times are P and P so in these cases we have
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States 4 and 6 intercommunicate and are of the same type.

faa =

— N
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so 4 and 6 are transient.

(b) P(X, =a|lX,=an_1,....) = P(X,, = a|X;,_1 = ap_1)
The number of empty boxes after n balls have been thrown depends

only on how many boxes were empty after (n—1) balls had been thrown,
together with the result of the n-th throw.
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For k£ < N we have

P(X,11=k) = P(X,=kFkandball (n+1) lands in a
non empty box)
+P(X,, =k+1and ball (n+ 1) lands in an
empty box)
k k41

= (1—N>P(Xn:k)+TP<X”:k+1)

. k k+1
L€ Ppny1 = (1 - N) pn(k) + Tprz(k + 1)



